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xi

Why Statistics?

Those of us who teach in this area hate to admit it, but statistics is seldom listed 
as the most sought-after course on campus. A high percentage of students enroll 
because their department has made this a required course. Under these conditions 
students have a right to ask “Why?” and there are at least two good answers to that 
question. The traditional answer is that we want our students to learn a specific set 
of skills about data analysis (including formulae and procedures) so that they can 
understand the experimental literature and conduct analyses on their own data. 
The broader answer, and one that applies to perhaps a larger number of students, 
is that some more general facility with numbers and data in general is an impor-
tant skill that has lifelong and career-related value. Most of us, and not only those 
who do experimental work, frequently come across numerical data as part of our 
jobs, and some broad understanding of how to deal with those data is an important 
and marketable skill. It is my experience that students who have taken a course in 
statistics, even if they think that they have forgotten every technique they ever 
learned, have an understanding of numerical data that puts them ahead of their 
colleagues. And in a world increasingly dominated by quantitative data, that skill 
is more and more in demand. Former students have told me that they were assigned 
an important task because they were the only one in their office who wasn’t afraid 
of data. In fact, that was originally why I ended up teaching the statistics courses 
when I was first hired.

Statistics is not really about numbers; it is about understanding our world. 
Certainly an important activity for statisticians is to answer such questions as 
whether cocaine taken in a novel context has more of an effect than cocaine taken 
in a familiar context. But let’s not forget that what we are talking about here is drug 
addiction or the effect of the environment on learning and memory. The results 
of our experiment have a life beyond the somewhat limited world of the cognitive 
or social scientist. And let’s also remember that the numbers that most people see 
do not relate to tightly controlled experiments, but to the implications of a traffic 
study for the development of a shopping center, the density of residential housing 
and its impact on the local school budget, and a marketing survey for a new prod-
uct. All of these examples involve many of the basic statistical concepts covered in 
this book.

Preface
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xii  Preface

Why This Text?

Enough preaching on the value of a course in statistics. Presumably the instructor 
was convinced before he or she started reading, and I hope that students have be-
come at least a bit more open minded. But the question remains, why should you use 
this book instead of another of the many available texts? Part of the answer comes 
down to the matter of style. I have deliberately set out to make this book both in-
teresting and useful for students and instructors. It is written in an informal style; 
every example is put in the context of an investigation that one might reasonably 
conduct; and almost all of the examples are taken from the published literature. It 
does not make much sense to ask people to learn a series of statistical procedures 
without supplying examples of situations in which those techniques would actually 
be applied.

This text is designed for an introductory statistics course in psychology, ed-
ucation, and other behavioral sciences. It does not presuppose a background in 
mathematics beyond high school algebra, and it emphasizes the logic of statistical 
procedures rather than their derivation.

Over the past 20 years the world of data analysis has changed dramatically. 
Whereas we once sat down with a calculator and entered data by hand to solve equa-
tions, we are now much more likely to use a statistical package running on a desk-
top computer. In fact, for some purposes we are likely to be using an online program 
written in Java or some similar language that we download free from the Internet. 
(I sometimes use an app downloaded to my iPhone.) As the mechanics of doing sta-
tistics have changed, so too must our approach to teaching statistical procedures. 
While we cannot, and should not, forego all reference to formulae and computations, 
it is time that we relaxed our emphasis on them. And by relaxing the emphasis on 
computation, we free up the time to increase the emphasis on interpretation. That is 
what this book tries to do. It moves away from simply declaring group differences to 
be significant or not significant toward an explanation of what such differences mean 
relative to the purpose behind the experiment. I like to think of it as moving toward 
an analysis of data and away from an analysis of numbers. It becomes less important to 
concentrate on whether there is a difference between two groups than to understand 
what that difference means.

In the process of moving away from a calculator toward a computer, I have al-
tered my approach to formulae. In the past I often gave a definitional formula, but 
then immediately jumped to a computational one. But if I have to worry less about 
computation, and more about understanding, then I am able to revert to the use of 
definitional formulae. It is my hope that this will make students’ lives a bit easier. 

Unique Features

Several features of this book set it apart from other books written for the same 
audience. One of these was just noted: the use of examples from the research 
literature. I have attempted to choose studies that address problems of interest 
to students. Examples include the effect of context on heroin overdose, the rela-
tionship between daily stress and psychological symptoms, variables influencing 
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  Preface  xiii

course evaluations, the effect of early parental death on children’s feelings of 
vulnerability, and variables controlling memory changes as a function of age. 
I want students to have some involvement in the questions being asked, and I 
want to illustrate that statistical analyses involve more than just applying a few 
equations.

In most chapters a section is devoted to an example using SPSS. Readers have 
suggested that I concentrate most on SPSS, which is probably the most widely used 
package, and I have done so in this edition. My purpose is to familiarize students with 
the form of computer printouts and the kinds of information they contain. I am not 
trying to teach students how to use a particular statistical package, but I want them 
to get a feel for what is available. But if students are going to be using SPSS, I would 
hate to have them buy an SPSS manual just to do their work. I have two SPSS manu-
als on the Web and encourage students to go to them. They are not as complete as a 
printed book would be, but they are more than sufficient to allow students to work 
with SPSS. I recommend the shorter manual, but the longer one is there if additional 
information is needed.

In this edition I have gone a step further and suggested to students that they 
download and use either of two free statistical packages that are nearly as powerful 
as SPSS and related packages, while being somewhat easier to use when working 
through the text. The changes in available software over the past few years have 
been huge, and we should take advantage of them.

Data files for all of the examples and exercises used in the text are available 
on a website that I maintain for this book. The basic URL for that site is www.uvm 
.edu/~dhowell/fundamentals8/index.html. A link at that site will take you to the data. 
These files are formatted in ASCII, so that they can be read by virtually any statisti-
cal program. The variable names appear on the first line and can be directly imported 
to your software. The data can be saved to your computer simply by selecting your 
browser’s Save option. The availability of these files makes it easy for students and 
instructors to incorporate any statistical package with the text.

A Student Handbook is also available at the website referred to above. It pro-
vides complete solutions for half the exercises. I have included answers only to the 
odd numbered questions because many instructors prefer to assign problems (or exam 
questions) on material that does not have an answer at the back of the book or the 
Student Solution Handbook. (I am very much aware that this does annoy students, 
from whom I sometimes receive unhappy mail messages, but it is a balance between 
the needs of students and the desires of the instructors.) In the past I have made 
available to instructors the answers to all of the questions (and I still do). Those 
answers frequently come with comments such as “In class you might point out . . .” 
or “The reason why I asked this question is to get at . . .” As I read through them in 
creating this edition, I realized that many, though not all, of those comments would 
also be useful to students. So I have included all of them in the Student Handbook as 
well. Some of them may appear unhelpful or out of context, but I think most of them 
are worth reading.

On my Web pages I have also included many links to other sites, where you 
can find good examples, small programs to demonstrate statistical techniques, a 
more extensive glossary, and so on. People have devoted a great deal of time to 
making material available over the Internet, and it is very worthwhile to use that 
material.
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xiv  Preface

Why a New Edition?

When an author comes out with a new edition, I think that it is fair to ask what was 
wrong with the old one, other than the fact that it is widely available in the used 
book market. Normally I design a new edition to incorporate changes that are going 
on in the field and to remove things that are no longer needed. And, despite what 
many people think, there is a lot of new work going on. But in this edition and the 
previous one I have taken a different approach. While I have added some new mate-
rial, the major effort has been to read the book as a new student would, and try to find 
ways to clarify and repeat concepts. For example, I know that the Y axis is the verti-
cal one, but most people don’t, and telling them once is not enough. So I often write 
something like “On the Y (vertical) axis . . .” And when you start looking at a book 
that way, you find many places for clarification—especially if you have a wife who has 
spent most of her life in secondary education and knows more about pedagogy than 
I do. (She actually read every chapter and made many fruitful suggestions.) I have 
also begun each chapter with a list of concepts that will be important in the chapter, 
in hopes that if you aren’t sure what they are you will review them. Where neces-
sary I have inserted important comments in boxes to pull several points together, to 
highlight material that you really need to understand, or to clarify difficult concepts. 
I have also inserted short biographies of important statisticians. Especially in the first 
half of the 20th century there were many interesting (and cantankerous) people in 
the field and they are worth meeting. Next, I have removed the very brief and weak 
chapter summaries and replaced them with much more complete ones. My goal was 
to condense the chapter into a few paragraphs, and you will do well to spend some 
time on them. A while back I was reading a programming text on Java and came 
across an author who inserted very simple questions with answers at the end of each 
chapter. I discovered that I learned a lot from those simple questions, so I have fol-
lowed his lead in this edition. The questions are intended to focus your attention on 
many of the important points in the chapter. I hope that they are useful.

An important feature of this book is the continued increase in emphasis on 
measures of effect size. This is in line with trends in the field, but it is also important 
because it causes the student, and the researcher, to think carefully about what a re-
sult means. In presenting effect size measures I have tried to convey the idea that the 
writer is trying to tell the reader what the study found, and there are different ways 
of accomplishing that goal. In some situations it is sufficient to simply talk about the 
difference between means or proportions. In other situations a standardized measure, 
such as Cohen’s d̂ , is helpful. I have stayed away from correlation-based measures as 
much as I reasonably can because I don’t think that they tell the reader much of what 
he or she wants to know.

I have maintained from earlier editions a section labeled “Seeing Statistics.” 
These sections are built around a set of Java applets, written by Gary McClelland 
at the University of Colorado. These allow the students to illustrate for themselves 
many of the concepts that are discussed in the book. The student can open these ap-
plets, change parameters, and see what happens to the result. A nice illustration of 
this is the applet illustrating the influence of heterogeneous subsamples in a correla-
tion problem (see Chapter 9, p. 200). These applets are available directly from my 
website, referred to earlier.
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An important addition to this edition is the inclusion of a chapter on meta-
analysis. Meta-analysis is an analysis of multiple studies at the same time. There have 
been many research studies on the treatment of depression, for example. A meta- 
analytic study of depression would bring all of those studies together and attempt 
to draw conclusions on the basis of their similar or differing findings. The current  
emphasis on evidence-based medicine is an excellent example. If I am to be treated 
for cancer, for example, I want that treatment to be based on more than the most 
recent small study that came out last week or on my oncologist’s favorite study. What 
we really have here is the extension of the behavioral science’s emphasis on effect 
sizes along with statistical significance.

In addition to the features already described, the website linked to this book 
through the publisher’s pages (there is a link on my pages) contains a number of other 
elements that should be helpful to students. These include a Statistical Tutor, which 
is a set of multiple-choice questions covering the major topics in the chapter. When-
ever a student selects an incorrect answer, a box appears explaining the material and 
helping the student to see what the correct answer should be. I did not write those 
questions, but I think that they are very well done. There are also links to additional 
resources, a review of basic arithmetic, and links to other examples and additional 
material.

Organization and Coverage

This section is meant primarily for instructors, because frequent reference is made to 
terms that students cannot yet be expected to know. Students may wish to skip to the 
next section.

■■ The first seven chapters of the book are devoted to standard descriptive statistics, 
including ways of displaying data, measures of central tendency and variability, the 
normal distribution, and those aspects of probability that are directly applicable to 
what follows.

■■ Chapter 8 on hypothesis testing and sampling distributions serves as a nontechnical 
introduction to inferential statistics. The chapter was specifically designed to 
allow students to examine the underlying logic of hypothesis testing without 
simultaneously being concerned with learning a set of formulae and the intricacies 
of a statistical test.

■■ Chapters 9, 10, and 11 deal with correlation and regression, including multiple 
regression.

■■ Chapters 12 through 14 are devoted to tests on means, primarily t tests.

■■ Chapter 15 is concerned with power and its calculation and serves as an easily 
understood and practical approach to that topic.

■■ Chapters 16 through 18 are concerned with the analysis of variance. I have included 
material on simple repeated-measures designs, but have stopped short of covering 
mixed designs. These chapters include consideration of basic multiple comparison 
procedures by way of Fisher’s protected t, which not only is an easily understood 
statistic but has also been shown to be well behaved, under limited conditions, 
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xvi  Preface

with respect to both power and error rates. At the request of several users of the 
earlier editions, I have included treatment of the Bonferroni test, which does a very 
commendable job of controlling error rates, while not sacrificing much in the way 
of power when used judiciously. Also included are measures of magnitude of effect 
and effect size, a fairly extensive coverage of interactions, and procedures for testing 
simple effects. The effect size material, in particular, is considerably expanded from 
earlier editions.

■■ Chapter 19 deals with the chi-square test, although that material could very easily 
be covered at an earlier point if desired.

■■ Chapter 20 covers the most prominent distribution-free tests.

■■ Chapter 21 is a completely new chapter dealing with meta-analysis. Along with an 
increased emphasis on effect sizes for individual studies, meta-analysis takes us in 
the direction of combining many similar studies though the use of those effect sizes. 
This field is becoming much more important, and follows in the footsteps of those in 
medicine who espouse what is called Evidence Based Medicine. If you are going to 
be treated for Parkinson’s disease, wouldn’t you like that treatment to be based on a 
solid analysis of all of the literature dealing with that disorder? The same is true for 
our interests in the behavioral sciences.

Not every course would be expected to cover all these chapters, and several (most 
notably multiple regression, power, and distribution-free statistical methods) can be 
omitted or reordered without disrupting the flow of the material. (I cover chi-square 
early in my courses, but it was put late in the text on the advice of reviewers.)
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1

S tudents usually come to any course with some doubt about just what will 
be involved and how well they will do. This chapter will begin by laying out 
the kinds of material that we will, and will not, cover. I will then go on to 

make a distinction between statistics and mathematics, which, for the most part, 
really are not the same thing at all. As I will point out, all of the math that you need 
for this course, you learned in high school—though you may have forgotten a bit 
of it. I will then go on to lay out why we need statistical procedures and what pur-
pose they serve, and to provide a structure for all of the procedures we will cover. 
Finally, the chapter will provide an introduction to computer analyses of data.

For many years, when I was asked at parties and other social situations what  
I did for a living, I would answer that I was a psychologist (now retired). Even though  
I quickly added that I was an experimental psychologist, people would make comments  
about being careful what they said and acted as if I was thinking all sorts of thoughts 
that would never occur to me. So finally I changed tactics and started telling people 
that I taught statistics—an answer that is also perfectly true. That answer solved one 
problem—people no longer look at me with blatant suspicion—but it created another. 
Now they tell me how terrible they are in math, and how successful they were in 
avoiding ever taking a statistics course—not a very tactful remark to make to some-
one who spent his professional life teaching that subject. Now I just tell them that  
I taught research methods in psychology for 35 years, and that seems to satisfy them.

Let’s begin by asking what the field of statistics is all about. After all, you are 
about to invest a semester in studying statistical methods, so it might be handy 
to know what you are studying. The word statistics is used in at least three differ-
ent ways. As used in the title of this book, statistics refers to a set of procedures 
and rules (not always computational or mathematical) for reducing large masses 

Introduction

1

Aplia for Fundamental Statistics for the Behavioral Sciences

After reading, go to the end of this chapter for instructions on how to use 
Aplia’s homework and learning resources.

Engage. Prepare. Educate.
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2  Chapter 1 Introduction

of data to manageable proportions and for allowing us to draw conclusions from 
those data. That is essentially what this book is all about.

A second, and very common, meaning of the term is expressed by such 
statements as “statistics show that the number of people applying for unemploy-
ment benefits has fallen for the third month in a row.” In this case statistics is used 
in place of the much better word data. For our purposes, statistics will never be 
used in this sense.

A third meaning of the term is in reference to the result of some arithmetic 
or algebraic manipulation applied to data. Thus the mean (average) of a set of 
numbers is a statistic. This perfectly legitimate usage of the term will occur repeat-
edly throughout this book.

We thus have two proper uses of the term: (1) a set of procedures and rules and 
(2) the outcome of the application of those rules and procedures to samples of data. 
You will always be able to tell from the context which of the two meanings is intended.

The term statistics usually elicits some level of math phobia among many 
students, but mathematics and mathematical manipulation do not need to, and 
often don’t, play a leading role in the lives of people who work with statistics. 
(Indeed, Jacob Cohen, one of the clearest and most influential writers on statisti-
cal issues in the behavioral sciences, suggested that he had been so successful in 
explaining concepts to others precisely because his knowledge of mathematical 
statistics was so inadequate. People could actually understand what he was say-
ing.) Cer tainly you can’t understand any statistical text without learning a few 
formulae and understanding many more. But the required level of mathematics 
is not great. You learned more than enough in high school. Those who are still 
concerned should spend a few minutes going over Appendix A. It lays out some 
very simple rules of mathematics that you may have forgotten, and a small in-
vestment of your time will be more than repaid in making the rest of this book 
easier to follow. I know—when I was a student I probably wouldn’t have looked 
at it either, but you really should! A more complete review of arithmetic, which is 
perhaps more fun to read, can be found by going to the website for this book at 

https://www.uvm.edu/~dhowell/fundamentals7/ArithmeticReview/review_of 
_arithmetic_revised.html.

Something far more important than worrying about algebra and learning to 
apply equations is thinking of statistical methods and procedures as ways to tie the 
results of some experiment to the hypothesis that led to that experiment. Several 
editions ago, I made a major effort to remove as much mathematical material as 
possible when that material did not contribute significantly to your understanding 
of data analysis. I also simplified equations by going back to definitional formulae 
rather than present formulae that were designed when we did everything with 
calculators. This means that I am asking you to think a bit more about the logic 
of what you are doing. I don’t mean just the logic of a hypothesis test. I mean the 
logic behind the way you approach a problem. It doesn’t do any good to be able 
to ask if two groups have different means (averages) if a difference in means has 
nothing to say about the real question you hoped to ask. And it does no good to 
say that a difference is not due to chance without also giving me some idea of 
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 1.1 A Changing Field 3

how large the difference is and whether it makes an important difference. When 
we put too much emphasis on formulae, there is a tendency to jump in and ap-
ply those formulae to the data without considering what the underlying question 
really is. One reviewer whose work I respect has complained that I am trying to 
teach critical thinking skills along with statistics. The reviewer is right, and I enthu-
siastically plead guilty. You will never be asked to derive a formula, but you will be 
asked to think. I leave it to you to decide which skill is harder to learn.

Another concern that some students have, and I may have contributed to 
that concern in the preceding paragraph, is the belief that the only reason to take 
a course in statistics is to be able to analyze the results of experimental research. 
Certainly your instructor hopes many of you will use statistical procedures for that 
purpose, but those procedures and, more importantly, the ways of thinking that go 
with them have a life beyond standard experimental research. This is my plea to get 
the attention of those, like myself, who believe in a liberal arts education. Much of 
the material we will cover here will be applicable to whatever you do when you 
finish college. People who work for large corporations or small family-owned busi-
nesses have to work with data. People who serve on a town planning commission 
have to be able to ask how various changes in the town plan will lead to changes 
in residential and business development. They will have to ask how those changes 
will in turn lead to changes in school populations and the resulting level of school 
budgets, and on and on. Those people may not need to run an analysis of vari-
ance (Chapters 16 through 18), though some acquaintance with regression models 
(Chapters 9 through 11) may be helpful, but the logical approach to data required 
in the analysis of variance is equally required when dealing with town planning. 
(And if you mess up town planning, you have everybody mad at you.)

A course in statistics is not something you take because it is required and 
then promptly forget. (Well, that probably is why many of you are taking it, but  
I hope you expect to come away with more than just three credits on your tran-
script.) If taught well, knowledge of statistics is a job skill you can use (and market). 
That is largely why I have tried to downplay the mathematical foundations of the 
field. Those foundations are important, but they are not what will be important 
later. Being able to think through the logic and the interpretation of an experiment 
or a set of data is an important skill that will stay with you; being able to derive the 
elements of a regression equation is not. That is why most of the examples used 
in this book relate to work that people actually do. Work of that type requires 
thought. It may be easier to understand an example that starts out, “Suppose we 
had three groups labeled A, B, and C” than it is to understand an actual experi-
ment. But the former is boring and doesn’t teach you much. A real-life example is 
more interesting and has far more to offer.

 1.1 A Changing Field

People are often puzzled when I say that I am working on a revision of a text. They as-
sume that statistical procedures stay pretty much constant over time. Fortunately that 
is not the case. Not only do methods for carrying out more complex and interesting 
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4  Chapter 1 Introduction

analyses continue to develop, but over the years we have changed the way we look 
at the results of experimental research. When I was in graduate school and for quite 
a few years beyond, researchers in the behavioral sciences were primarily concerned 
with whether a difference that they found between experimental groups (or the rela-
tionship they found between two or more variables) was reliable. If they ran the study 
over again, would they still find that the experimental group outperformed a control 
group? After a while the field slowly began to change by going further and asking if a 
difference was meaningful. Perhaps the groups really were different, but the difference 
was too small to matter to anyone. That led to the development of a number of dif-
ferent indices of importance, or effect size. That was a step forward for the field. Some 
disciplines were ahead of us in that transition, while other fields were slower to ask 
that question about meaningfulness.

In the late 1980s, which really is a lot closer to us than you might imagine, a 
few people in psychology began asking a slightly different question. If the results we 
found are reliable, and if they are meaningful, what have other guys found? Perhaps 
there are 20 studies on a particular theoretical question, but people are finding dif-
ferent results. Or perhaps most studies agree, at least in a general sense. This idea of 
looking at multiple studies on a topic has been extremely important in medicine, 
where we now speak of “evidence-based practice.” Let’s combine all of the studies 
on dealing with a particular type of cancer and see if there is agreement on the best 
form of treatment. This approach is called “meta-analysis,” and I have added a non-
technical discussion of it later in the book. It is time that we stopped acting as if the 
study we ran is the only study of interest. As you can see, the field has moved from 
“Is this difference reliable?” to “Is this difference meaningful?” to “Is this what other 
people are finding as well?”

 1.2 The Importance of Context

Let’s start with an example that has a great deal to say in today’s world. It may be an 
old study, but it is certainly an important one, and one that is still cited in the litera-
ture on drug use. Drug use and abuse is a major problem in our society. Heroin addicts 
die every day from overdoses. Psychologists should have something to contribute to 
understanding the problem of drug overdoses, and, in fact, we do. I will take the time 
to describe an important line of research in this area because a study that derives from 
that line of research can be used to illustrate a number of important concepts in this 
chapter and the next. Many of you will know someone who is involved with heroin, 
and because heroin is a morphine derivative, this example may have particular mean-
ing to you.

We will take as an example a study similar to an important experiment on mor-
phine tolerance by Shepard Siegel (1975). Morphine is a drug that is frequently used 
to alleviate pain. Repeated administrations of morphine, however, lead to morphine 
tolerance, in which morphine has less and less of an effect (pain reduction) over 
time. (You may have experienced the same thing if you eat spicy food very often. You 
will find that the more you eat it, the hotter you have to make it to taste the way it 
did when you started.) A common experimental task that demonstrates morphine 
tolerance involves placing a rat on an uncomfortably warm surface. When the heat 
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becomes too uncomfortable, the rat will lick its paws, and the latency of the paw-lick 
is used as a measure of the rat’s sensitivity to pain. A rat that has received a single 
morphine injection typically shows a longer paw-lick latency, indicating a reduced 
pain sensitivity. The development of morphine tolerance is indicated by a progressive 
shortening of paw-lick latencies (indicating increased sensitivity, or decreased insen-
sitivity) with repeated morphine injections. 

Siegel noted that there are a number of situations involving drugs other than 
morphine in which conditioned (learned) drug responses are opposite in direction to 
the unconditioned (natural) effects of the drug. For example, an animal injected with 
atropine will usually show a marked decrease in salivation. However, if physiological 
saline (which should have no effect whatsoever) is suddenly injected (in the same 
physical setting) after repeated injections of atropine, the animal will show an increase 
in salivation. It is as if the animal was compensating for the anticipated effect of at-
ropine. In such studies, it appears that a learned compensatory mechanism develops 
over trials and counterbalances the effect of the drug. (You experience the same thing 
if you leave the seasoning out of food that you normally add seasoning to. It will taste 
unusually bland, though the Grape Nuts you eat for breakfast does not taste bland—
and I hope that you don’t put seasoning on Grape Nuts.)

Siegel theorized that such a process might help to explain morphine tolerance. 
He reasoned that if you administered a series of pre trials in which the animal was 
injected with morphine and placed on a warm surface, morphine tolerance would 
develop. Thus, if you again injected the subject with morphine on a subsequent test 
trial, the animal would be as sensitive to pain as would be a naive animal (one who 
had never received morphine) because of the tolerance that has fully developed. 
 Siegel further reasoned that if on the test trial you instead injected the animal with 
physiological saline, which should have no effect, in the same test setting as the  normal 
morphine injections, the conditioned hypersensitivity that results from the repeated 
administration of morphine would not be counterbalanced by the presence of mor-
phine, and the animal would show very short paw-lick latencies and heightened 
sensitivity.

You may think that an experiment conducted 40 years ago, which is before 
most of the readers of this book were born, is too old to be interesting. But a quick 
Internet search will reveal a great many recent studies that have derived directly from 
Siegel’s early work. A particularly interesting one by Mann-Jones, Ettinger, Baisden, 
and Baisden (2003) has shown that a drug named dextromethorphan can counteract 
morphine tolerance. That becomes interesting when you learn that dextrometho-
rphan is an important ingredient in cough syrup. This suggests that heroin addicts 
don’t want to be taking cough syrup any more than they want to be administering 
heroin in novel environments. The study can be found at http://www.eou.edu/psych 
/re/morphinetolerance.doc.

But what do mice on a warm surface have to do with drug overdose? First, her-
oin is a derivative of morphine. Second, heroin addicts show clear tolerance effects 
with repeated use and, as a result, often increase the amount of each injection. By 
Siegel’s theory, they are protected from the dangerous effects of the large (and to you 
and me, lethal) dose of heroin by the learned compensatory mechanism associated 
with the context in which they take the drug. But if they take what has come to 
be their standard dose in an entirely new setting, they would not benefit from that 
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6  Chapter 1 Introduction

protective compensatory mechanism, and what had previously been a safe dose could 
now be fatal. In fact, Siegel noted that many drug overdose cases occur when an in-
dividual injects heroin in a novel environment. We’re talking about a serious issue 
here, and drug overdoses often occur in novel settings.

If Siegel is right, his theory has important implications for the problem of 
drug overdose. One test of Siegel’s theory, which is a simplification of studies he ac-
tually ran, is to take two groups of mice who have developed tolerance to morphine 
and whose standard dosage has been increased above normal levels. One group is 
tested in the same environment in which they previously have received the drug. 
The second group is treated exactly the same, except that they are tested in an en-
tirely new environment. If Siegel is correct, the animals tested in the new environ-
ment will show a much higher pain threshold (the morphine will have more of an 
effect) than the animals injected in their usual environment. This is the basic study 
we will build on.

Our example of drug tolerance illustrates a number of important statistical 
concepts. It also will form a useful example in later chapters of this book. Be sure 
you understand what the experiment demonstrates. It will help if you think about 
what events in your own life or the lives of people around you illustrate the phe-
nomenon of tolerance. What effect has tolerance had on behavior as you (or they) 
developed tolerance? Why is it likely that you probably feel more comfortable 
with comments related to sexual behavior than do your parents? Would language 
that you have come to ignore have that same effect if you heard it in a commence-
ment speech?

 1.3 Basic Terminology

Statistical procedures can be separated into roughly two overlapping areas: descrip-
tive statistics and inferential statistics. The first several chapters of this book will 
cover descriptive statistics, and the remaining chapters will examine inferential sta-
tistics. We will use the simplified version of Siegel’s morphine study to illustrate the 
differences between these two terms.

Descriptive Statistics

Whenever your purpose is merely to describe a set of data, you are employing descrip-
tive statistics. A statement about the average length of time it takes a normal mouse 
to lick its paw when placed on a warm surface would be a descriptive statistic, as 
would be the time it takes a morphine-injected mouse to do the same thing. Similarly, 
the amount of change in the latency of paw-licks once morphine has been adminis-
tered and the variability of change among mice would be other descriptive statistics. 
Here we are simply reporting measures that describe average latency scores or their 
variability. Examples from other situations might include an examination of diet-
ing scores on the Eating Restraint Scale, crime rates as reported by the Department   
of Justice, and certain summary information concerning examination grades in a  
particular course. Notice that in each of these examples we are just describing what 
the data have to say about some phenomenon.
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 1.3 Basic Terminology 7

Inferential Statistics

All of us at some time or another have been guilty of making unreasonable general-
izations on the basis of limited data. If, for example, one mouse showed shorter laten-
cies the second time it received morphine than it did the first, we might try to claim 
clear evidence of morphine tolerance. But even if there were no morphine tolerance, 
or environmental cues played no role in governing behavior, there would still be a 
50-50 chance that the second trial’s latency would be shorter than that of the first, 
assuming that we rule out tied scores. Or you might hear or read that tall people tend 
to be more graceful than short people, and conclude that that is true because you 
once had a very tall roommate who was particularly graceful. You conveniently forget 
about the 69 40 klutz down the hall who couldn’t even put on his pants standing up 
without tripping over them. Similarly, the man who says that girls develop motor 
skills earlier than boys because his daughter walked at 10 months and his son didn’t 
walk until 14 months is guilty of the same kind of error: generalizing from single (or 
too limited) observations.

Small samples or single observations may be fine when we want to study some-
thing that has very little variability. If we want to know how many legs a cow has, 
we can find a cow and count its legs. We don’t need a whole herd—one will do. 
However, when what we want to measure varies from one individual to another, 
such as the amount of milk a cow will produce or the change in response latencies 
with morphine injections in different contexts, we can’t get by with only one cow or 
one mouse. We need a bunch. This relates to an important principle in statistics— 
variability. The difference between how we determine the number of legs on a cow 
versus the milk production of cows depends critically on the degree of variability in 
the thing we want to measure. Variability will follow you throughout this course.

When the property in question varies from animal to animal or trial to trial, we 
need to take multiple measurements. However, we can’t make an unlimited number 
of observations. If we want to know whether morphine injected in a new context has 
a greater effect, how much milk cows generally produce, or when girls usually start 
to walk, we must look at more than one mouse, one cow, or one girl. But we cannot 
possibly look at all mice, cows, or girls. We must do something in between—we must 
draw a sample from a population.

 Definition Population: Complete set of events in which you are interested

PoPulatIonS, SamPleS, ParameterS, anD   StatIStIcS: A    population 
can be defined as the entire collection of events in which you are interested (e.g., 
the scores of all morphine-injected mice, the milk production of all cows in the 
country, the ages at which every girl first began to walk). Thus if we were interested 
in the stress levels of all adolescent Americans, then the collection of all adoles-
cent Americans’ stress scores would form a population, in this case a population of 
more than 50 million numbers. If, on the other hand, we were interested only in the 
stress scores of the sophomore class in Fairfax, Vermont (a town of approximately 
2,300 inhabitants), the population would contain about 60 numbers and could be 
obtained quite easily in its entirety. If we were interested in paw-lick latencies of 
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8  Chapter 1 Introduction

mice, we could always run another mouse. In this sense the population of scores 
theoretically would be infinite.

The point is that a population can range from a relatively small set of numbers, 
which is easily collected, to an infinitely large set of numbers, which can never be 
collected completely. The populations in which we are interested are usually quite 
large. The practical consequence is that we can seldom, if ever, collect data on en-
tire populations. Instead, we are forced to draw a sample of observations from a pop-
ulation and to use that sample to infer something about the characteristics of the 
population.

When we draw a sample of observations, we normally compute numerical  
values (such as averages) that summarize the data in that sample. When such val-
ues are based on the sample, they are called statistics. The corresponding values in 
the population (e.g., population averages) are called parameters. The major pur-
pose of inferential statistics is to draw inferences about parameters (characteristics 
of populations) from statistics (characteristics of samples).1

■■ Descriptive statistics: Simply describe the set of data at hand.

■■ Inferential statistics:  Use statistics, which are measures on a sample, to infer 
values of parameters, which are measures on a population.

 Definition Sample: Set of actual observations; subset of a population.

Statistics: Numerical values summarizing sample data. 

Parameters: Numerical values summarizing population data. 

Random sample: A sample in which each member of the population has an equal 
chance of inclusion.

We usually act as if a sample is a truly random sample, meaning that each 
and every element of the population has an equal chance of being included in the 
sample. If we have a true random sample, not only can we estimate parameters of the 
population, but we can also have a very good idea of the accuracy of our estimates. 
To the extent that a sample is not a random sample, our estimates may be meaning-
less, because the sample may not accurately reflect the entire population. In fact, 
we rarely take truly random samples because that is impractical in most settings. We 
usually take samples of convenience (volunteers from Introductory Psychology, for 
example) and hope that their results reflect what we would have obtained in a truly 
random sample.

1The word inference as used by statisticians means very much what it means in normal English usage—a conclu-
sion based on logical reasoning. If three-fourths of the people at a picnic suddenly fall ill, I am likely to draw the 
(possibly incorrect) inference that something is wrong with the food. Similarly, if the average social sensitivity 
score of a random sample of fifth-grade children is very low, I am likely to draw the inference that fifth graders in 
general have much to learn about social sensitivity. Statistical inference is generally more precise than everyday 
inference, but the basic idea is the same.
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 1.3 Basic Terminology 9

A problem arises because one person’s sample might be another person’s popu-
lation. For example, if I were to conduct a study into the effectiveness of this book as 
a teaching instrument, the scores of one class on an exam might be considered by me 
to be a sample, though a nonrandom one, of the population of scores for all students 
who are or might be using this book. The class instructor, on the other hand, cares 
only about her own students and would regard the same set of scores as a population. 
In turn, someone interested in the teaching of statistics might regard my population 
(the scores of everyone using this book) as a nonrandom sample from a larger popula-
tion (the scores of everyone using any textbook in statistics). Thus the definition of 
a population depends on what you are interested in studying. Notice also that when 
we speak about populations, we speak about populations of scores, not populations of 
people or things.

The fact that I have used nonrandom samples here to make a point should not 
lead the reader to think that randomness is not important. On the contrary, it is the 
cornerstone of much statistical inference. As a matter of fact, one could define the 
relevant population as the collection of numbers from which the sample has been 
randomly drawn.

Inference: We previously defined inferential statistics as the branch of sta-
tistics that deals with inferring characteristics of populations from characteristics 
of samples. This statement is inadequate by itself because it leaves the reader with 
the impression that all we care about is determining population parameters such as 
the average paw-lick latency of mice under the influence of morphine. There are, of 
course, times when we care about the exact value of population parameters. For ex-
ample, we often read about the incredible number of hours per day the average high 
school student spends sending text messages, and that is a number that is meaningful 
in its own right. But if that were all there were to inferential statistics, it would be a 
pretty dreary subject, and the strange looks I get at parties when I admit to teaching 
statistics would be justified.

In our example of morphine tolerance in mice, we don’t really care what the 
average paw-lick latency of mice is. But we do care whether the average paw-lick 
latency of morphine-injected mice tested in a novel context is greater or less than 
the average paw-lick latency of morphine-injected mice tested in the same context 
in which they had received previous injections. And for this we need to estimate the 
corresponding population means. In many cases inferential statistics is a tool used to 
estimate parameters of two or more populations, more for the purpose of finding if 
those parameters are different than for the purpose of determining the actual numeri-
cal values of the parameters.

Notice that in the previous paragraph it was the population parameters, not the 
sample statistics, that I cared about. It is a pretty good bet that if I took two different 
samples of mice and tested them, one sample mean (average) would be larger than 
another. (It’s hard to believe that they would come out absolutely equal.) But the real 
question is whether the sample mean of the mice tested in a novel context is suffi-
ciently larger than the sample mean of mice tested in a familiar context to lead me to 
conclude that the corresponding population means are also different.

And don’t lose sight of the fact that we really don’t care very much about 
drug addiction in mice. What we do care about are heroin addicts. But we probably 
wouldn’t be very popular if we gave heroin addicts overdoses in novel settings to see 
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